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In an earlier article, Kifowit and Stamps [7] summarized a number of elementary proofs of divergence of the harmonic series. For a variety of reasons, some very nice proofs never made it into the final draft of that article. With this in mind, the collection of divergence proofs continues here. This informal note is a work in progress\(^1\). On occasion, more proofs will be added. Accessibility to first-year calculus students is a common thread that will continue (usually) to connect the proofs.

The harmonic series, \( \sum_{n=1}^{\infty} \frac{1}{n} = 1 + \frac{1}{2} + \frac{1}{3} + \frac{1}{4} + \frac{1}{5} + \cdots \), diverges.

**Proof 21:** (A geometric series proof)

Choose a positive integer \( k \).

\[
\sum_{n=1}^{\infty} \frac{1}{n} = 1 + \left( \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{k+1} \right) + \left( \frac{1}{k+2} + \frac{1}{k+3} + \cdots + \frac{1}{k^2+k+1} \right) + \cdots
\]

\[
> 1 + \frac{k}{k+1} + \frac{k^2}{k^2+k+1} + \frac{k^3}{k^3+k^2+k+1} + \cdots
\]

\[
> 1 + \left( \frac{k}{k+1} \right) + \left( \frac{k}{k+1} \right)^2 + \left( \frac{k}{k+1} \right)^3 + \cdots
\]

\[
= \frac{1}{1 - \frac{k}{k+1}} = k + 1
\]

Since this is true for any positive integer \( k \), the harmonic series must diverge.

\(^{1}\)Last updated on February 6, 2009
**Proof 22:**

The following proof was given by Fearnehough [5] and later by Havil [6]. After substituting \( u = e^x \), this proof is equivalent to Proof 10 of [7].

\[
\int_{-\infty}^{0} \frac{e^x}{1 - e^x} \, dx = \int_{-\infty}^{0} e^x (1 - e^x)^{-1} \, dx = \int_{-\infty}^{0} e^x (1 + e^x + e^{2x} + e^{3x} + \cdots) \, dx = \int_{-\infty}^{0} (e^x + e^{2x} + e^{3x} + \cdots) \, dx = \left[ e^x + \frac{1}{2} e^{2x} + \frac{1}{3} e^{3x} + \cdots \right]_{-\infty}^{0} = 1 + \frac{1}{2} + \frac{1}{3} + \cdots = \left[ -\ln(1 - e^x) \right]_{-\infty}^{0} = \infty
\]

**Proof 23:** (A telescoping series proof)

This proof was given by Bradley [2].

We begin with the inequality \( x \geq \ln(1 + x) \), which holds for all \( x > -1 \). From this, it follows that

\[
\frac{1}{k} \geq \ln \left( 1 + \frac{1}{k} \right) = \ln(k + 1) - \ln(k)
\]

for any positive integer \( k \). Now we have

\[
H_n = \sum_{k=1}^{n} \frac{1}{k} \geq \sum_{k=1}^{n} \ln \left( 1 + \frac{1}{k} \right) = \sum_{k=1}^{n} \ln \left( \frac{k + 1}{k} \right) = (\ln(n + 1) - \ln(n)) + (\ln(n) - \ln(n - 1)) + \cdots + ((\ln(2) - \ln(1)) = \ln(n + 1).
\]

Therefore \( \{H_n\} \) is unbounded, and the harmonic series diverges.

**Proof 24:** (A limit comparison proof)

In the last proof, the harmonic series was directly compared to the divergent series \( \sum_{k=1}^{\infty} \ln \left( 1 + \frac{1}{k} \right) \). The use of the inequality \( x \geq \ln(1 + x) \) can be avoided by using limit comparison:

Since

\[
\lim_{x \to \infty} \frac{\ln \left( 1 + \frac{1}{x} \right)}{\frac{1}{x}} = \lim_{x \to \infty} \frac{-\frac{1}{x^2}}{(1 + \frac{1}{x}) \left( -\frac{1}{x^2} \right)} = 1,
\]
the harmonic series diverges by limit comparison.

Proof 25:
In a very interesting proof of the Egyptian fraction theorem, Owings [10] showed that no number appears more than once in any single row of the following tree.

```
1/2
  /\  \
1/3 1/6
    /\  \
1/4 1/12 1/42
     /\  \
1/5 1/20 1/13 1/156 1/1806
```

The elements of each row have a sum of 1/2, and there are infinitely rows with no elements in common. (For example, one could, starting with row 1, find the maximum denominator in the row, and then jump to that row.) It follows that the harmonic series diverges.

Proof 26:
This proof is actually a pair of very similar proofs. They are closely related to a number of other proofs, but most notably to Proof 4 of [7]. In these proofs, $H_n$ denotes the $n$th partial sum of the harmonic series:

$$H_n = 1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{n}, \quad n = 1, 2, 3, \ldots$$

Proof (A): First notice that

$$H_n + H_{2n} = 2H_n + \frac{1}{n+1} + \frac{1}{n+2} + \cdots + \frac{1}{2n} \geq 2H_n + \frac{n}{2n}$$

so that when all is said and done, we have

$$H_n + H_{2n} \geq 2H_n + \frac{1}{2}.$$ 

Now suppose the harmonic series converges with sum $S$.

$$2S = \lim_{n \to \infty} H_n + \lim_{n \to \infty} H_{2n}$$

$$= \lim_{n \to \infty} (H_n + H_{2n})$$

$$\geq \lim_{n \to \infty} \left(2H_n + \frac{1}{2}\right)$$

$$= 2S + \frac{1}{2}$$

The contradiction $2S \geq 2S + \frac{1}{2}$ concludes the proof.

Proof (B): This proof was given by Ward [12].

$$H_{2n} - H_n = \frac{1}{n+1} + \frac{1}{n+2} + \cdots + \frac{1}{2n} \geq \frac{n}{2n} = \frac{1}{2}$$
Suppose the harmonic series converges.

\[
0 = \lim_{n \to \infty} H_{2n} - \lim_{n \to \infty} H_n \\
= \lim_{n \to \infty} (H_{2n} - H_n) \\
\geq \lim_{n \to \infty} \frac{1}{2} = \frac{1}{2}
\]

The contradiction \(0 \geq \frac{1}{2}\) concludes the proof.

**Proof 27:**

This proposition follows immediately from the harmonic mean/arithmetical mean inequality, but an alternate proof is given here.

**Proposition:** For any natural number \(k\), \(\frac{1}{k} + \frac{1}{k+1} + \cdots + \frac{1}{3k} > 1\).

**Proof:**

\[
\exp \left( \frac{1}{k} + \frac{1}{k+1} + \frac{1}{k+2} + \cdots + \frac{1}{3k} \right) = e^{1/k} \cdot e^{1/(k+1)} \cdot e^{1/(k+2)} \cdots e^{1/(3k)} \\
> \left( 1 + \frac{1}{k} \right) \cdot \left( 1 + \frac{1}{k+1} \right) \cdot \left( 1 + \frac{1}{k+2} \right) \cdots \left( 1 + \frac{1}{3k} \right) \\
= \left( \frac{k+1}{k} \right) \cdot \left( \frac{k+2}{k+1} \right) \cdot \left( \frac{k+3}{k+2} \right) \cdots \left( \frac{3k+1}{3k} \right) \\
= \frac{3k+1}{k} > 3.
\]

(In the proposition, the denominator \(3k\) could be replaced by \([e \cdot k]\), but even this choice is not optimal. See [1].)

Based on this proposition, we have the following result:

\[
\sum_{n=1}^{\infty} \frac{1}{n} = 1 + \left( \frac{1}{2} + \cdots + \frac{1}{6} \right) + \left( \frac{1}{7} + \cdots + \frac{1}{21} \right) + \left( \frac{1}{22} + \cdots + \frac{1}{66} \right) + \cdots \\
> 1 + 1 + 1 + 1 + \cdots
\]

**Proof 28:** (A Fibonacci number proof)

The Fibonacci numbers are defined recursively as follows:

\[
f_0 = 1, \quad f_1 = 1; \quad f_{n+1} = f_n + f_{n-1}, \quad n = 1, 2, 3 \ldots
\]

For example, the first ten are given by 1, 1, 2, 3, 5, 8, 13, 21, 34, 55. The sequence of Fibonacci numbers makes an appearance in a number of modern calculus textbooks (for instance, see [8] or [11]). Often, the limit

\[
\lim_{n \to \infty} \frac{f_{n+1}}{f_n} = \phi = \frac{1 + \sqrt{5}}{2}
\]

is proved or presented as an exercise. This limit plays an important role in the following divergence proof.
First notice that
\[
\lim_{n \to \infty} f_{n-1} f_{n+1} - f_n = \lim_{n \to \infty} \frac{f_n - f_{n+1}}{f_{n+1}} = \lim_{n \to \infty} \left( 1 - \frac{f_n}{f_{n+1}} \right) = 1 - \frac{1}{\phi} \approx 0.381966.
\]

Now we have
\[
\sum_{n=1}^{\infty} \frac{1}{n} = 1 + \frac{1}{2} + \frac{1}{3} + \frac{1}{4} + \frac{1}{5} + \frac{1}{6} + \cdots
\]
\[
= 1 + \frac{1}{2} + \frac{1}{3} + \left( \frac{1}{4} + \frac{1}{5} \right) + \left( \frac{1}{6} + \frac{1}{7} + \frac{1}{8} \right)
\]
\[
+ \left( \frac{1}{9} + \cdots + \frac{1}{13} \right) + \left( \frac{1}{14} + \cdots + \frac{1}{21} \right) + \cdots
\]
\[
\geq 1 + \frac{1}{2} + \frac{1}{3} + \frac{2}{5} + \frac{3}{8} + \frac{5}{13} + \frac{8}{21} + \cdots
\]
\[
= 1 + \sum_{n=1}^{\infty} \frac{f_{n-1}}{f_{n+1}}
\]

Since \( \lim_{n \to \infty} f_{n-1} f_{n+1} \neq 0 \), this last series diverges. It follows that the harmonic series diverges.

**Proof 29:**

This proof is essentially the same as Proof 2 of [7]. First notice that since the sequence
\[
\frac{11}{10}, \frac{111}{100}, \frac{1111}{1000}, \frac{11111}{10000}, \cdots
\]
increases and converges to 10/9, the sequence
\[
\frac{10}{11}, \frac{100}{111}, \frac{1000}{1111}, \frac{10000}{11111}, \cdots
\]
decreases and converges to 9/10. With this in mind, we have
\[
\sum_{n=1}^{\infty} \frac{1}{n} = 1 + \left( \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{11} \right) + \left( \frac{1}{12} + \frac{1}{13} + \cdots + \frac{1}{111} \right)
\]
\[
+ \left( \frac{1}{112} + \frac{1}{113} + \cdots + \frac{1}{1111} \right) + \cdots
\]
\[
> 1 + \frac{10}{11} + \frac{100}{111} + \frac{1000}{1111} + \cdots
\]
\[
> 1 + \frac{9}{10} + \frac{9}{10} + \frac{9}{10} + \cdots
\]
**Proof 30:**

The following visual proofs each show that by carefully rearranging terms, the harmonic series can be made greater than itself.


![Diagram for Proof (A)](image)

Proof (B): This visual proof leaves less to the imagination than Proof (A). It is due to Jim Belk and was posted on *The Everything Seminar* as a follow-up to the previous proof. Belk’s proof is a visualization of Johann Bernoulli’s proof (see Proof 13 of [7]).

![Diagram for Proof (B)](image)
Proof (C): This proof is a visual representation of Proofs 6 and 7 of [7]. With some minor modifications, a similar visual proof could be used to show that one-half of the harmonic series \( \left( \frac{1}{2} + \frac{1}{4} + \frac{1}{6} + \cdots \right) \) is strictly less than its remaining half (in the spirit of Proof 8 of [7]).

![Diagram showing a visual proof]

**Proof 31:**

Here is another proof in which \( \sum 1/k \) and \( \int 1/x \, dx \) are compared. Unlike its related proofs (e.g. Proof 9 of [7]), this one focuses on arc length.

The graph shown here is that of the polar function \( r(\theta) = \pi/\theta \) on \([\pi, \infty)\).

![Graph of the polar function]

The total arc length is unbounded:

\[
\text{Arc Length} = \int_{\pi}^{\infty} \sqrt{r^2 + \left(\frac{dr}{d\theta}\right)^2} \, d\theta \geq \int_{\pi}^{\infty} \sqrt{r^2} \, d\theta = \int_{\pi}^{\infty} r \, d\theta = \int_{\pi}^{\infty} \frac{\pi}{\theta} \, d\theta = \pi \ln \theta \bigg|_{\pi}^{\infty} = \infty
\]
Now let the polar function $\rho$ be defined by

$$\rho(\theta) = \begin{cases} 
1, & \pi \leq \theta < 2\pi \\
1/2, & 2\pi \leq \theta < 3\pi \\
1/3, & 3\pi \leq \theta < 4\pi \\
\vdots & \vdots \\
1/n, & n\pi \leq \theta < (n+1)\pi \\
\vdots & \vdots 
\end{cases}$$

The graph of $\rho$ is made up of semi-circular arcs, the $n$th arc having radius $1/n$. The total arc length of the graph of $\rho$ is

$$\pi + \frac{\pi}{2} + \frac{\pi}{3} + \frac{\pi}{4} + \cdots = \pi \left(1 + \frac{1}{2} + \frac{1}{3} + \frac{1}{4} + \cdots\right).$$

The graphs of $r$ (dashed) and $\rho$ (solid) on $[\pi, 6\pi]$ are shown below.

By comparing the graphs of the two functions over intervals of the form $[n\pi, (n+1)\pi]$, we see that the graph of $\rho$ must be “longer” than the graph of $r$. It follows that

$$\pi \left(1 + \frac{1}{2} + \frac{1}{3} + \frac{1}{4} + \cdots\right)$$

must be unbounded.

**Proof 32:**

The divergence of the harmonic series follows immediately from the Cauchy Condensation Test:

Suppose $\{a_n\}$ is a non-increasing sequence with positive terms. Then $\sum_{n=1}^{\infty} a_n$ converges if and only if $\sum_{k=0}^{\infty} 2^k a_{2^k}$ converges.
Proof 33:

This proof is similar to Proof 4 of [7]. Just as above, $H_n$ denotes the $n$th partial sum of the harmonic series:

$$H_n = 1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{n}, \quad n = 1, 2, 3, \ldots.$$  

Consider the figure shown here:

![Graph showing the comparison of $\frac{1}{n}$ and $\int_1^{n+1} \frac{1}{x} \, dx$]

Using the figure, we see that

$$\frac{1}{n+1} < \int_n^{n+1} \frac{1}{x} \, dx < \frac{1}{n}.$$  

Repeated use of this result gives

$$\frac{1}{n+1} + \cdots + \frac{1}{2n} < \int_n^{2n} \frac{1}{x} \, dx = \ln 2 < \frac{1}{n} + \cdots + \frac{1}{2n-1}.$$  

or

$$H_{2n} - H_n < \ln 2 < H_{2n} - H_n + \frac{1}{n} - \frac{1}{2n}.$$  

It follows that

$$\ln 2 - \frac{1}{2n} < H_{2n} - H_n < \ln 2.$$  

Therefore $H_{2n} - H_n \to \ln 2$, and the sequence $\{H_n\}$ must diverge.

Proof 34:

In [4], Paul Erdős gave two remarkably clever proofs of the divergence of the series $\sum 1/p$ ($p$ prime), where the sum is taken over only the primes. Other proofs of this fact, such as one given by Euler (see [3]), make use of the harmonic series. Erdős’ proofs do not, and as a consequence, they establish the divergence of the harmonic series.

The proofs are rather complicated, but accessible and well worth the effort required to follow them through. A few elementary ideas are required before we begin:
(i) \( \lfloor x \rfloor \) denotes the greatest integer less than or equal to \( x \).

(ii) We denote the primes, in ascending order, by \( p_1, p_2, p_3, p_4, \ldots \).

(iii) Let \( N \) be a given positive integer. For any positive integer \( m \), there are \( \lfloor N/m \rfloor \) integers between 1 and \( N \) that are divisible by \( m \).

This is the first of Erdős' proofs. We begin by assuming \( \sum_{i=1}^{\infty} \frac{1}{p_i} \) converges. It follows that there exists an integer \( K \) such that
\[
\sum_{i=K+1}^{\infty} \frac{1}{p_i} < \frac{1}{2}.
\]
We will call \( p_{K+1}, p_{K+2}, p_{K+3}, \ldots \) the “large primes,” and \( p_1, p_2, \ldots, p_K \) the “small primes.”

Now let \( N \) be an integer such that \( N > p_K \). Let \( N_1 \) be the number of integers between 1 and \( N \) whose divisors are all small primes, and let \( N_2 \) be the number of integers between 1 and \( N \) that have at least one large prime divisor. It follows that \( N = N_1 + N_2 \).

By the definition of \( N_2 \) and using (iii) above, it follows that
\[
N_2 \leq \left\lfloor \frac{N}{p_{K+1}} \right\rfloor + \left\lfloor \frac{N}{p_{K+2}} \right\rfloor + \left\lfloor \frac{N}{p_{K+3}} \right\rfloor + \cdots = \sum_{i=K+1}^{\infty} \left\lfloor \frac{N}{p_i} \right\rfloor.
\]
From this we get
\[
N_2 \leq \sum_{i=K+1}^{\infty} \left\lfloor \frac{N}{p_i} \right\rfloor \leq \sum_{i=K+1}^{\infty} \frac{N}{p_i} < \frac{N}{2},
\]
where the last part of the inequality follows from the definition of \( K \).

Now, referring back to the small primes, let \( x \leq N \) be a positive integer with only small prime divisors. Write \( x = y z^2 \), where \( y \) and \( z \) are positive integers, \( y \) is squarefree (i.e. has no perfect square divisors), and \( z \leq \sqrt{N} \). The integer \( y \) must have the factorization
\[
y = p_1^{m_1} p_2^{m_2} p_3^{m_3} \cdots p_K^{m_K},
\]
where each exponent \( m_i \) has value 0 or 1. It follows from the multiplication principle that there are \( 2^K \) possible choices for the integer \( y \). Since \( z \leq \sqrt{N} \), there are at most \( \sqrt{N} \) possible choices for the integer \( z \). Therefore there are at most \( 2^K \sqrt{N} \) possible choices for the integer \( x \). Recalling the definition of \( x \), we see that we must have \( N_1 \leq 2^K \sqrt{N} \).

So now we have established that
\[
N = N_1 + N_2 < 2^K \sqrt{N} + \frac{N}{2}.
\]
However, by simply choosing \( N \) such that \( N > 2^{2K+2} \), we are lead to a contradiction:
\[
N = N_1 + N_2 < 2^K \sqrt{N} + \frac{N}{2} < \frac{\sqrt{N}}{2} \sqrt{N} + \frac{N}{2} = N.
\]
Proof 35:

This is Erdős’ second proof of the divergence of \( \sum 1/p (p \text{ prime}) \) [4]. It uses the same notation and concepts as the previous proof.

We begin by using the fact that

\[
\sum_{i=2}^{\infty} \frac{1}{i(i+1)} = \sum_{i=2}^{\infty} \left( \frac{1}{i} - \frac{1}{i+1} \right) = \frac{1}{2}
\]

to establish that

\[
\sum_{i=1}^{\infty} \frac{1}{p_i} < \frac{1}{4} + \frac{1}{2 \cdot 3} + \frac{1}{3 \cdot 4} + \frac{1}{4 \cdot 5} + \cdots = \frac{1}{4} + \frac{1}{2} = \frac{3}{4}.
\]

Now assume that \( \sum_{i=1}^{\infty} \frac{1}{p_i} \) converges. It follows that there exists an integer \( K \) such that

\[
\sum_{i=K+1}^{\infty} \frac{1}{p_i} < \frac{1}{8}.
\]

As above, we will call \( p_{K+1}, p_{K+2}, p_{K+3}, \ldots \) the “large primes,” and \( p_1, p_2, \ldots, p_K \) the “small primes.”

Let \( N \) be a positive integer and let \( y \leq N \) be a positive, squarefree integer with only small prime divisors. The integer \( y \) must have the factorization

\[
y = p_1^{m_1} p_2^{m_2} p_3^{m_3} \cdots p_K^{m_K},
\]

where each exponent \( m_i \) has value 0 or 1. It follows from the multiplication principle that there are \( 2^K \) possible choices for the integer \( y \). Those \( 2^K \) integers must remain after we remove from the sequence 1, 2, 3, \ldots, \( N \) all those integers that are not squarefree or have large prime divisors. Therefore, we must have the following inequality:

\[
2^K \geq N - \sum_{i=1}^{K} \left\lfloor \frac{N}{p_i} \right\rfloor - \sum_{i=K+1}^{\infty} \left\lfloor \frac{N}{p_i} \right\rfloor 
\geq N - \sum_{i=1}^{K} \frac{N}{p_i} - \sum_{i=K+1}^{\infty} \frac{N}{p_i} > N - \frac{3}{4}N - \frac{1}{8}N = \frac{N}{8}.
\]

However, if we simply choose \( N \geq 2^{K+3} \), we have a contradiction.
Proof 36:

Nick Lord [9] provided this “visual catalyst” for Proof 23.

Consider the graph of \( y = \sin(e^x) \) for \( 0 \leq x < \infty \).

The graph has an \( x \)-intercept at the point where \( x = \ln n\pi \) for each whole number \( n \). This sequence of \( x \)-values diverges to infinity, and the distance between each pair of intercepts is given by

\[
\ln(n+1)\pi - \ln n\pi = \ln \left( \frac{n+1}{n} \right) = \ln \left( 1 + \frac{1}{n} \right).
\]

Since \( \ln(1 + \frac{1}{n}) < \frac{1}{n} \) for each whole number \( n \), the series of gaps between intercepts has a total length less than the harmonic series:

\[
\sum_{n=1}^{\infty} \ln \left( 1 + \frac{1}{n} \right) < \sum_{n=1}^{\infty} \frac{1}{n}.
\]

Since the sequence of \( x \)-intercepts diverges, the harmonic series must diverge.
Proof 37:

This is a visual proof comparing the harmonic series to a divergent integral. It is similar to Proof 9 of [7].

\[ 1 + \frac{1}{2} + \frac{1}{3} + \frac{1}{4} + \frac{1}{5} + \cdots > \int_{0}^{1} \frac{1-x}{x} \, dx = \infty \]
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